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Abstract: Several new missions are under development within ESA’s Earth Observation (EO) programmes. In 2005-2009 the following satellites will be launched: Cryosat (ice altimetry); GOCE (Gravity field and steady-state Ocean Circulation Explorer); SMOS (Soil Moisture and Ocean Salinity); Aeolus (atmospheric winds); Swarm (magnetic field). Other projects under final preparations include: EarthCARE (Earth Cloud, Aerosol,and Radiation Explorer) and SPECTRA (Surface Processes and Ecosystem Changes Through Response Analysis). These missions are briefly reviewed, emphasizing control/navigation aspects when instrumental to the novel EO data. Two representative examples (GOCE and SPECTRA) are described in more detail. Relevant sensor and actuator technology aspects are also outlined. Copyright( 2004 IFAC
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1. INTRODUCTION

The observation of the Earth from space is a rapidly expanding field. It relies on remote sensing techniques (observations of optical or microwave electromagnetic radiation, in either passive or active systems) or on the use of in situ measurements collected in the proximity of the Earth, with the goal to derive information on the different components of our planet and on their interactions. 

In recent years the trend towards a fully quantitative approach to Earth observation (EO) with ever increasing accuracy has accelerated. This is driven not only by the development of observation payloads with markedly improved performance for the more traditional sensors (e.g., imagers and sounders), but also by a renovated scientific approach to the study of the Earth as a complex, dynamic system, which triggers the development of new sensing techniques.

Though a classification of this kind is always rather arbitrary, one can identify a first group of well-established Earth sciences, for instance space geodesy and space oceanography, which set increasingly demanding requirements on space observations. These disciplines have a long tradition not only in the derivation of geophysical information from space data – indeed space geodesy was born with the analysis of the very first orbital tracking data in the Fifties - but also in terms of mathematical modelling approaches underlying the EO data analysis. The studies of the ‘solid Earth’ and of the fluid parts of the Earth (oceans, atmosphere) are based on geophysical quantitative models, covering different scales (global, regional, local) and founded on a well-understood and defined set of physical interactions. This has also been the case for the atmospheric sciences, for which progress in modelling has been driven by the desire to improve numerical weather predictions and more recently to study the climate evolution, despite the difficult issues caused by the very different scales involved, ranging from those of turbulent phenomena (spatial and time scales of a few metres and tens of seconds, respectively) to the planetary spatial scale and centennial time scale associated to climate variations, not to mention related fundamental issues like the chaotic nature of weather (Lorenz, 1993). 

Because of the advancements made possible by many years of modelling effort and EO data analysis, these ‘hard EO sciences’ now require data of very high quality when traditional sensing techniques are used, as well as observing systems based on innovative concepts. In both cases, many issues of precise control and estimation arise. A few examples can illustrate this. In space oceanography, mesoscale phenomena characterised by spatial/temporal scales of tens of kilometres/days are of increasing interest. They require sea surface topography observations achievable only with constellations of radar altimeters or with interferometric radar approaches. The latter can be implemented with either a long-baseline (4 – 12 m) antenna array on a single platform or with multiple cooperating satellites flying in formation. Both solutions lead to challenging control problems, in one case for the precise control of the relative positions/pointing of the antennas and of the complete baseline(s), with accuracies of small fractions of an arcsec required in particular for the baseline attitude knowledge, and in the second case for the control of the positions and orientations of the satellites in the formation. Similarly, in geodesy and solid-Earth geophysics the need to observe cm-level or even mm-level surface displacements over vast areas leads also to interferometric concepts, though now for imaging purposes. Synthetic aperture radar (SAR) interferometry, possibly in differential mode, is the preferred technique, which comes with its set of control issues related to formation and orbit control. More examples will be given later.

Another group of Earth science disciplines differs from those mentioned so far in that analysis tools and, in a sense, methodologies in mathematical modelling are still under development. Representative disciplines for this group are those that deal with the biosphere and specifically with land processes, as they face tough problems of complexity of the physical and chemical interactions to be modelled and of scaling from local to global models. One example is constituted by missions to collect data for hydrological studies, which must cope with phenomena difficult to model and observe (not only from space) such as evapo-transpiration in vegetation and moisture in the soil. Nevertheless, also these Earth sciences, often extremely important for applications of high societal impact, are rapidly advancing in quantitative model-based investigations and applications. The related space missions require new measurement techniques, based for instance on precise spectro-radiometric optical imagery in a very large part of the optical spectrum (‘hyper-spectral imagery’) or on microwave radiometry using aperture synthesis, like in the SMOS (Soil Moisture and Ocean Salinity) project (Silvestrin et al., 2000). In the latter a large antenna array is used (Fig. 1), which is deployed and steered during the measurement phase, as well as during calibrations carried out pointing at specific reference targets on ground but possibly also in the sky (e.g., the Moon). Alternative implementations based on antenna arrays distributed over several spacecraft flying in tight formation are also under study for follow-on missions (Astrium, 2001). In both cases, the control challenges are evident. Another example will be shown later. It is worth remarking that a frequent characteristic of the biosphere/land missions is the desire for additional implementation flexibility in defining observation and calibration approaches and plans. This is often driven by the difficulty to define precise system requirements, but also by experience from past missions showing how valuable it is to be able to operate these EO sensors in ways not anticipated during the design phase.
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Fig. 1. The SMOS satellite, carrying a Y-shaped L-band antenna array with three 4.2 m long arms  

Automation is increasingly important in EO from space not only because of the expanding range of scientific and operational applications, setting new requirements on performance and flexibility. The drive towards cost-effectiveness has also made the application of automation essential, for instance, in ground operations and mission data exploitation, especially for multi-instrument satellites where the constraints in managing the limited resources (power supply, data storage and transmissions, etc.) are most felt. In addition, there is a strong ‘technology pull’, notable especially for sensors and signal processing (both hardware and software), with the advent for instance of system-on-chip (SOC) approaches and of detector technologies such as active pixel sensors (APS) or those based on the application of micro/nano electro-mechanical systems (MEMS/NEMS). 

2. ESA’ EARTH OBSERVATION PROGRAMME

The beginning of Earth observation at ESA can be traced back to the development and launch in 1977 of the first Meteosat geostationary satellite for operational meteorology, in cooperation with the European organisation for the exploitation of meteorological satellites Eumetsat. This effort continued with the development of the Meteosat second generation series, for which the first launch occurred in 2002, and now of the third generation. However it would be perhaps more appropriate to take the launch of the low, polar-orbiting ERS-1 (European Remote Sensing) in 1991 as the start point of a more comprehensive ESA EO programme, which included then mainly contributions to observing the oceans, the ice surfaces and, to a smaller extent, the land surface. These were then extended with the launch of ERS-2 in 1995, adding in particular ozone measurements but also enabling a set of (originally unplanned) observations of land surfaces and their fine displacements with the technique of SAR interferometry (ESA, 1997). To achieve this, ERS-1 and ERS-2 were operated in formation, with orbit track control to ~100 m.

After ERS, the ESA EO programme embarked in a major enterprise, namely the development of Envisat, the largest EO satellite ever, comprising a suite of 10 instruments and extending the ERS science return especially with respect to atmospheric composition and to spectroscopic observations of the ocean. At the time of the Envisat launch in March 2002, the approach for future EO missions had been re-focussed to include on one hand smaller, user-driven (hence often mono-instrument) missions with emphasis on science, the Earth Explorers, and, on the other hand, more application-oriented, operational missions, the Earth Watches, of which the Meteosat and MetOp satellites developed for Eumetsat can be considered the precursors. The Earth Explorers are intended to contribute addressing the problem of modelling and understanding the Earth as a dynamic system, comprising many components (Fig. 2 gives a basic overview of those more relevant to the climate). These interact in a complex manner, with non-linear processes and feedbacks that are often poorly understood, especially for what concerns climate evolution (e.g., Peixoto and Oort, 1992). 

One basic issue noted early in the formulation of the programme is the importance of establishing at the outset the fundamental reference frames for precise quantitative modelling. These include in particular the gravitational field as there is no way of modelling accurately ocean circulation, sea-level changes or ice-mass balance if the Earth’s geoid is poorly known. It is therefore very apt that the first Earth Explorer selected was the Gravity field and steady state Ocean Circulation Explorer (GOCE), previously known as Aristoteles or Gravity Explorer Mission (GEM).
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Fig. 2. Some of the components of the Earth system of key relevance for the climate.    

This mission will determine the gravity field to 1 mGal (10-5 ms-2) accuracy with 100 km spatial resolution and the geoid, the hypothetical equipotential surface of the oceans at rest defined by the only action of gravitation, to 1 - 2 cm. GOCE provides a very good example of a mission for the mentioned ‘hard Earth sciences’ that requires automatic control applications on several fronts. It will therefore be described later in some detail.
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Fig. 3. The Cryosat satellite. The inset shows the placement of star-trackers on the antenna bench.

The first Explorer to be launched will be the smaller mission Cryosat (Fig. 3), dedicated to mapping variations of the sea-ice thickness and mass. CryoSat, to be launched into a 720 km high, polar orbit (inclination ~92o) at the beginning of 2005, will measure the variations in the ice sheet interior and margins as well as in the total ice sheet area, with an error between ~0.8 and ~3 cm/year, depending on measurement objective and spatial resolution. This requires using SAR altimetry with across-track interferometry. The key instrument is then an interferometric altimeter operating in the Ku band and using two antennas on a baseline of ~1 m. Though the attitude control is rather driven by the need for a cost-effective implementation and relies on cold gas thrusters and magnetic torquers as actuators, its sensing part provides a first example of how, in a focussed mission, traditional control functions can be used to improve the system operation. In Cryosat a key requirement for interferometry is that the antenna baseline orientation be precisely known. Placing the precise star trackers in a tight thermo-mechanical coupling with the antennas provides knowledge of the antenna bench distorsions to ~2 arcsec RMS, in addition to the normal attitude data. Other features include Cryosat’ precise orbit determination to  < 3 cm RMS in the radial direction, based on DORIS (Doppler Orbitography by Radiopositioning Integrated by Satellite) tracking data, and the gyro-less AOCS, providing pointing stability to < 3 arcsec/s.

The mission after Cryosat among the so-called Earth Explorer Opportunities, which were conceived to stay within a relatively tight budget, is the mentioned SMOS mission, which employs L-band (1.4 GHz) radiometry with aperture synthesis. Though also in this case an interferometric technique is used, indeed a bi-dimensional one this time, the payload is now passive, being a Y-shaped array of 69 radiometer receivers, and the control requirements are alleviated by the longer wavelength.  SMOS (Fig. 1) will be launched in 2007 into a sun-synchronous circular orbit at 763 km altitude. The satellite is based on the Proteus ‘standard’ platform, developed by a French national programme. Its AOCS had to undergo minor adaptations to support the SMOS payload with its large inertia moments and ensure safe operation as well as performance in the unusual attitudes for calibration and for normal measurements, which include a tilt of the antenna array axis by ~32o from nadir to improve the instrument swath.

After Cryosat, GOCE and SMOS, the Aeolus mission, an Explorer based on the Doppler wind lidar technique to determine vertical profiles of air wind speed at height up to 20 km, will be launched next. Its lidar instrument operates in the ultraviolet (355 nm wavelength). The altitude of its sun-synchronous circular orbit is relatively low at 400 km, which does not prevent reaching the desired relative pointing error of 8 (rad over 10 s. The Aeolus AOCS includes newly developed fiber-optic gyroscopes (FOG) with angular random walk < 0.0002 o/(hour)1/2 (1 ().

Swarm, a small constellation of three satellites in near-polar orbits to accurately survey all the sources of the magnetic field of the Earth and its close environment, will be launched in 2009. The two lowest satellites will fly at ~450 km altitude and provide an E-W baseline of ~150 km at equator crossing. To eliminate the collision risk at polar crossings, the phasing of the two satellites will be such that their equator crossings differ by a few tens of km (at least 20 km), which requires a quite coarse formation control. Attitude determination of the on-board magnetometer axes to ~2 arcsec will be ensured by a multi-head star-tracker set placed at the tip of the magnetometer boom.

Subject to final confirmation within 2004, the launch of the EarthCARE Explorer or the SPECTRA Explorers will follow in ~2011. EarthCARE, a mission in cooperation with the Japanese space agency JAXA, is devoted to measuring cloud and aerosol profiles and to improving the knowledge of the Earth radiation budget. Its set of four instruments poses limited problems of control. SPECTRA (Surface Processes and Ecosystem Changes Through Response Analysis) is the archetypal mission for land processes and generates interesting issues of automation, in a wide sense. Both exemplary missions from the two groups identified at the beginning, namely GOCE and SPECTRA, are discussed further in the following Sections, which include a short discussion of related sensor and actuator technologies. 

3. THE GOCE MISSION

The GOCE mission will map the Earth gravity field to an unprecedented accuracy, as mentioned in Section 2. Fig. 4 shows a view of the satellite and sketches of various gravity field models. These show, on an amplified scale, the improvement in the knowledge of gravity anomalies (i.e., deviations of the modelled field from that of a reference ellipsoid), starting from the early models derived from the tracking data of various satellites. These were limited in several ways: little spread in orbital inclinations; excessive altitude; low tracking accuracy; etc. With the recent missions CHAMP and especially GRACE, gravity models have much improved. With GOCE the field knowledge will reach such a definition to enable in-depth investigations of: the Earth interior geophysics; the (steady-state) ocean circulation; the change in sea-level; and the dynamics of ice sheets.
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Fig. 4. The GOCE satellite and the refinement of gravity field models, from the early models (top) to the GOCE model (bottom), via the CHAMP and GRACE models. Ion thrusters and a stabilizing tail fin can be seen on the right. Length is ~5 m and body diameter is ~1 m. Launch mass is ~1100 kg.

Two sensing principles are applied in GOCE: satellite-to-satellite tracking and gravity gradiometry by differential accelerometry. Satellite-to-satellite tracking is applied in the CHAMP and GRACE missions, realised mainly through cooperations between Germany and the USA. The tracking of CHAMP is based on GPS, allowing for precise orbits to be recovered (~3 cm RMS in the radial direction) despite the relatively low altitude (now ~350 km). This high-low tracking concept is augmented in GRACE by that of low-low tracking. The two identical GRACE satellites fly on the same orbit,  separated by ~200 km, and their relative motion is observed with a precision of ~1 (m in range and ~10 (m/s in range rate by means of a Ka-band microwave tracking system. CHAMP and GRACE have produced substantial improvements in the gravity models, limited however by the relatively high altitudes and by the type of observables, which are more sensitive to the field harmonics of long wavelength. In these missions no active compensation of the drag force is applied. GOCE will on the other hand benefit from flying at an altitude of ~240 km, which enhances the sensitivity to gravity anomalies of the gravity gradiometer data and of the GPS tracking data, the latter being used again to derive the long wavelength harmonics.

The innovative measurements from GOCE are indeed those of the gravity gradiometer, whose principle is sketched in Fig. 5. The retrieval of the five independent components of the local gravity gradient tensor is obtained from measurements of the tiny differential accelerations between pairs of well-shielded proof masses (PM’s), placed around the spacecraft centre of mass (diagram in Fig. 7, where the more sensitive axes of each accelerometer are indicated by solid arrows). The system goal, derived from the mission goals mentioned in Section 2, is to retrieve the gravity tensor components such that the error spectrum does not exceed ~6 mE Hz–1/2 in the gradiometer measurement bandwidth (MBW) of 5 – 100 mHz (note 1 E (Eötvös) = 10–9 s-2). The gravity gradient tensor is symmetric and traceless. Its off-diagonal components are very weak and in fact most of the gravity information is obtained from the radial component (ZZ in the figures). 

GOCE will fly in a sun-synchronous orbit at a very low altitude where drag is substantial, so active compensation in the flight direction is necessary, providing both orbit maintenance and reduction of residual gradiometric errors due to differential misalignments and gains in accelerometer pairs. This is achieved by electric propulsion with a modulatable ion thruster of 20 mN maximum thrust (a second thruster is flown for redundancy). The error signal for this one-axis control is derived from the common-mode accelerometer measurements in the flight direction.
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Fig. 5. The GOCE measurement principles: high-low tracking with GPS; and gradiometry by differential accelerometry. 

Control authority, rather than fuel provision, limits the mission duration, which will depend on the actual drag levels during the mission period. With the planned launch in 2006, close to the minimum of the solar activity, a lifetime of ~20 months is ensured. The mission operations are actually split into multiple measurement phases, preceded by periods devoted to calibration and separated by periods with the satellite orbit raised to a safer altitude. During these last periods, drag compensation cannot be ensured since long (winter) eclipses occur, reducing the available electrical energy below what required for electric propulsion.  The orbit local solar time of 6:00 hours at equator crossing (dawn-dusk orbit) provides the best electrical energy conditions. 

The configuration of the satellite (Fig. 4) has a slender shape in order to reduce the air drag. The gradiometer is located around the centre of mass. The three solar panels, one of which is mounted on the satellite body, are fixed. Stabilizing tail fins shift the centre of pressure and ensure some aerodynamic stability. 

3.1 The GOCE Gravity Gradiometer

Besides the gradient components, the gradiometer data is used to estimate the satellite angular rates and the perturbing angular accelerations. The six accelerometers are arranged in a diamond configuration with baselines of 0.5 m (Fig. 7). To reach the specified gradiometric performance, each accelerometer has a sensitivity of ~10-12 ms-2Hz-1/2 on its two sensitive axes. Coupled with the measurement range of  ± 6 10-6 ms-2, this results in a (challenging) dynamics close to 107 and a correspondingly tight linearity requirement. 

Each accelerometer contains a PM made of PtRh alloy with a mass of 0.32 kg. The PM is electrostatically suspended and kept precisely at the centre of the accelerometer electrode cage. The general arrangement can be seen in Fig. 6, showing an accelerometer development model and the electrode arrangement. Capacitive displacement sensors (CDS) using 8 electrode pairs (for redundancy) measure the PM position and orientation, so that its 6 degrees-of-freedom (DOF) are controlled in closed-loop, with force actuation provided by electric fields applied using the same electrodes of the CDS. Cross-talk is avoided since the CDS, which are based on phase synchronous detection, operate at a frequency (100 kHz) well above the accelerometer measurement bandwidth. The electrostatic suspension voltages provide a direct measurement of the accelerations required to maintain the PM at the centre of the cage, identical to the non-gravitational accelerations applied on the satellite. The controllers for all the PM control loops are implemented digitally in dedicated digital signal processors, providing flexibility for e.g. in-orbit fine loop tuning and injection of calibration signals. Each PM is electrically grounded by a thin gold wire of 5 (m diameter to eliminate charging effects and consequent parasitic (Lorentz) forces on the PM. This wiring introduces undesired mechanical stiffness and damping of the PM motion, a major limiting factor for the sensitivity. Other such factors include the quantization noise of the 24 bit analogue-to-digital converter for the measurement outputs and the CDS intrinsic noise.

The GOCE accelerometers have been developed through an ESA-supported research programme at the French research institute ONERA (Touboul et al., 1999). The accelerometers embarked on CHAMP and GRACE, with sensitivities of ~10-9 ms-2Hz-1/2 and ~10-10 ms-2Hz-1/2, respectively, are derived from the early models developed for the gradiometer finally selected for GOCE. The accelerometers include interesting control system aspects by themselves (e.g., Josselin, 1995), which cannot be described here. 

3.2 Gradiometer Engineering and Drag-free and Attitude Control

The gravity gradiometer (Fig. 8) is a high-precision instrument and calls for the application of control and estimation techniques in several ways, besides what is in each accelerometer.  For instance, the gradiometer baseline stability must be ensured to ~1 pm over 200 s. The ultra-stable carbon-carbon structure on which the accelerometers are mounted must then be kept extremely stable in temperature. This is accomplished by a multi-stage thermal control/filtering scheme, whereby the outer panel is actively controlled to < 0.01 K over 200 s. The gradiometer operation requires high thermo-elastic stability and no moving parts in the entire satellite. Only in this way it is possible to minimise the disturbances caused for instance by: variations in self-gravity; sudden motions of multi-layer thermal insulation (“thermal clanks”); micro-vibrations (from e.g. flow valves).
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Fig. 6. The accelerometer core, including electrode plates, PM, sole plate (left); and the electrode arrangement ensuring 6-DOF control (right).


Fig. 7. The diamond configuration of the accelerometers. Sensitive axes are indicated by solid arrows. 

Residual gradiometric errors are anyway unavoidable and include those due to: accelerometer gain (i.e., scale factors, of which is most important the difference between accelerometer pairs); accelerometer non-linearities; accelerometer positions and axis directions. For this reason, an in-orbit calibration based on the periodic estimation of the errors is planned. 

The measurements used by the drag-free and attitude control system (DFACS) include the payload measurements, so tightly coupling spacecraft and payload. These measurements add to those from the two star-trackers (with noise equivalent angle of 2 arcsec), the magnetometer, the sun sensor and the Earth sensor. No gyroscopes are used. The precise on-board estimation of attitude, of angular rates and accelerations is derived from the accelerometer and star-tracker data. The ion thruster using xenon fuel compensates the drag in the flight direction in the bandwidth 0 - 0.1 Hz. Residual acceleration must be < 2 10-8 ms-2Hz-1/2. Actuator noise is < 30 (N Hz-1/2. Though a full 6 DOF DFACS had been envisaged, it was not possible to develop cold-gas proportional micro-thrusters or field emission electric thrusters with reliable performance over the full mission lifetime on time for the planned launch in 2006.
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Fig. 8. The GOCE gradiometer with the accelerometers fixed on the top plate. The middle panel is very precisely controlled in temperature. The gradiometer electronics is on the lower tray.

For this reason, attitude control is based on magnetic torquers, which, in spite of their low control authority, are expected to provide sufficient performance.  The set of actuators is completed by an additional 8 cold-gas (nitrogen) micro-thrusters (~0.5 mN thrust), operated in on-off mode for gradiometer calibration as described below. The critical requirements for the DFACS call for angular accelerations and angular rates to be < 7 10-8 rd s-2Hz-1/2 and 5 10-7 rd s-1Hz-1/2, respectively, in the MBW. The required linear acceleration performance is achieved, though this depends critically on the assumptions for the drag fluctuations in the GOCE orbit, about which data is very scarce. The expected performance for the angular accelerations, based on the current estimator and controller designs (still being optimized), is shown in Fig. 9 (Catastini et al., 2004). Angular accelerations in yaw and pitch are well controlled, the one in roll is less so. Besides the lower roll inertia moment, the main cause for this is the degraded accelerometer sensitivity along one axis. The gradiometer configuration (Fig. 7) is such that this impacts the recovery of the roll angular components, in turn affecting the recovery of the radial and across-track gravity gradient tensor components.

3.3 Gradiometer Calibration and Performance

The gradiometer calibration is fundamental to achieving the final gravity field recovery performance. The calibration involves both in-orbit and on-ground operations, which can only be outlined here and are in fact still being optimised (Lamarre and Floberhagen, 2003). Accelerometer non-linear response terms are taken care of applying 
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Fig. 9. Performance estimates for the GOCE angular acceleration. 

a train of sinusoidal accelerations directly to the PM via a specific calibration signal in the accelerometer loops during calibration. The non-linearities, mainly quadratic effects, are estimated from the average (DC) accelerations measured. The accelerometers non-linearities can then be reduced via the position set-points of the PM control loops.  
Consideration of dependencies among parameters and of system observability leads to reduce the number of remaining unknown parameters from 72 (12 per accelerometer) to 38.  The method applied to estimate them relies on the pseudo-random modulation (or firing) of the ion thruster (or the 8 dedicated micro-thrusters, respectively) during calibration periods. This modulation or firing is designed to produce perfectly uncorrelated 6-DOF excitations of the satellite dynamics, the idea being to excite evenly and independently all gradiometer imperfections, with a modulation spectrum in the BW 0.05 – 0.1 Hz, chosen for minimum interference with the gravity gradient signals. Since incorrect gradiometer model parameters lead to imperfect rejection of accelerations in the gradient estimation process, the procedure includes optimal estimations of angular rates and centrifugal accelerations from gradiometer and star-tracker data and the computation of correlations among retrieved accelerations. The correlation values are input to a parameter correction algorithm. This (iterative) scheme has been shown (by simulations) to converge fairly reliably to the actual gradiometer parameters.

The calibration problem can be seen as an identification problem of (non-linear) system parameters with knowledge only of the output signals and the statistics of the inputs. 
Fig. 10 shows a recent performance estimate for the radial (ZZ) gravity gradient tensor component under different conditions (Catastini et al., 2004). For the ideally calibrated gradiometer, the performance target is basically met. For the gradiometer calibrated as described, an improvement at f < 8 mHz is desirable via e.g. fine tuning of the attitude control laws, based for instance on model predictive control. For the uncalibrated gradiometer, the performance is much degraded at f  < 20 mHz. Errors at high frequency, driven by the accelerometer noise, cannot be reduced improving calibration or DFACS.
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Fig. 10. Performance estimates for the radial gravity tensor component 
3.4 Conclusions

What briefly shown is a survey of only a part of the control and estimation issues in GOCE. They in fact invest the whole mission: 

· at payload level, the 6-DOF digital control of the accelerometers, the gradiometer calibration, the fine thermal control, the GPS signal tracking for sub-mm carrier phase precision; ..;

· at system level, the attitude estimation from payload and other sensors, the DFACS, the local closed-loop control of actuators, the pattern recognition and tracking in the star sensor, the satellite autonomy, including FDIR aspects, extremely critical for a satellite in such a low orbit; 
· at mission level, the a posteriori gravity gradient tensor and attitude recovery, the precise orbit determination, and finally the high-resolution modelling of the gravity field, which can be seen as a large-size application of optimal estimation.
4. COMPLEMENTS ON GOCE-RELATED SENSORS AND ACTUATORS

4.1 High-Performance Galileo/GPS Components 

The GPS receiver on GOCE is a state-of-art instrument based on the version 2a of the AGGA (Advanced GPS/Glonass ASIC) radiation-tolerant digital integrated circuit, which is also at the core of atmospheric sounding sensors in the MetOp meteorological satellites. The next version, the AGGA-3, is under development and features major enhancements: processing of Galileo signals as well as ‘modernised GPS’ signals; 36 flexible tracking channels with 5 correlators per channel; a SOC architecture with on-chip processor (LEON-2) and Floating Point Unit capable of > 100 MFLOPS; digital beam-forming and digital down-conversion functions; 4 antenna inputs; tracking loop aiding; and support to GPS/Galileo combined attitude determination, reviving a concept for enhanced attitude determination that could not be realised with Glonass due to its limited development (Silvestrin et al., 1996). The AGGA-3 will include ~1.5 million logic gates in 0.18 (m CMOS technology. A companion radio-frequency chip optimized for precise applications (e.g., with low phase-noise frequency synthesis) is also under development.
4.2 Electrostatic Accelerometers and Inertial Sensors for Future Gravity Field Missions

Although superconducting gradiometers have also been developed, the electrostatic accelerometers of the GOCE type provide great performance with limited accommodation problems, especially since they operate at room temperature (Touboul et al, 1999). The spectrum of their output noise shows a 1/f behaviour at very low frequency because of parasitic damping effects on the PM motion. Feedback control of the PM electrostatic suspension is mandatory to stabilize the system and is realised with minimum noise increase. The electrostatic force applied to the PM is in fact due to two main terms, one proportional to PM velocity and one to PM displacement. The first provides damping of the PM motion, achieved with much smaller fluctuations than in the case where mechanical damping is applied. This ‘cold damping’ contributes to preserving the accelerometer sensitivity. The term proportional to the measured PM displacement defines the closed-loop stiffness, hence the accelerometer MBW, which is important in assessing the effect of the back-action from the CDS on the PM. Electrical noise at the output of the CDS does in fact induce force noise on the PM.

The CDS is the key element of the accelerometer. It is based on a resonant capacitive bridge concept and designed to obtain quantum non-demolition measurements of displacement (Braginsky and Khalili, 1992) and to achieve extreme sensitivity: ~6 pm/Hz1/2 in GOCE. Frequency up-conversion in the CDS virtually eliminates the impact of 1/f noise in its electronics. The CDS performance is then limited only by a few factors (loss in bridge transformer, parasitic capacitances, etc.) that could be still reduced in future accelerometers. However, parasitic couplings to the PM, mainly via the gold wire, are the prime limiting factor. It has been shown (Grassia et al., 2000) that eliminating these couplings the sensitivity could be still improved by several orders of magnitude. Nevertheless, besides the remaining problem of output signal dynamics, which can be solved placing the accelerometer in the quiet environment provided by a high performance DFACS, there remains also the limitation of the accelerometric noise induced by the CDS noise via back-action. In this respect, two application cases need to be distinguished, based on the actual aims. The first case is when the goal is to measure non-gravitational accelerations, as in future low-low satellite-to-satellite tracking system improved (with respect to GRACE) by optical tracking, or to measure differential accelerations, as in GOCE follow-on’. The motion of the PM is then not the primary concern, so the PM loop gain can be made large, even if this strongly couples spacecraft and PM dynamics. The accelerometric performance is then optimised at the expense of PM motion. Overall, sensitivity by about two orders of magnitude seems feasible for future GOCE-like missions.

The second case is when the goal is to minimise the disturbances on the PM, i.e. to achieve the best ‘drag-free’ conditions for the PM, for instance because it is placed in the satellite-to-satellite tracking measurement path, like in fundamental physics missions like LISA (Bender et al., 2000). In this situation the loop gain (in the MBW) must be kept as low as possible to limit back-action. The loop imperfections then become less relevant and the sensor is in fact an inertial sensor (Josselin, 1999; Da Lio et al., 2004). In this case the DFACS should ensure ‘tracking’ of the PM position to the largest possible extent with minimum electrostatic actuation in the sensor. 

Both cases are of interest for post-GOCE missions, for which improved gradiometers and (optical interferometric) tracking systems are being studied (Astrium, 2004). A sensitivity improvement by some two orders of magnitude seems achievable for electrostatic accelerometers.

4.3 Electrical Thrusters

Electrical thrusters are of key importance in missions when very fine pointing control or drag compensation are to be achieved. For the latter, the application of ion thrusters in GOCE has been mentioned. Ion thrusters can provide substantial thrust (tens of mN) and can be well controlled, though constraints in the regulation of fuel flow and grid voltages limit the maximum slew rate.

FEEP (Field Emission Electrical Propulsion) thrusters are close to maturity and very promising: maximum thrust is ~1 mN, specific impulse is very high (> 5000 s), and thrust can be finely controlled in a wide bandwidth (> 1 kHz). Recent measurements confirmed the low noise levels of ~10 nN/Hz1/2 above 1 mHz for 20 (N thrust. Two complementary FEEP technologies have been developed in Europe, based on (a) slits and on cesium propellant, and (b) on needle or capillary emitters and on indium propellant. Both technologies can be scaled up – though in different ways, in the capillary case requiring MEMS technologies – to achieve higher thrusts. FEEP’ will soon be used in fundamental physics missions (LISA PathFinder, MicroScope) and qualified for ultra-precise pointing and drag compensation in the low-orbiting EO missions of the next decade.

5.
THE SPECTRA MISSION

The goal of the SPECTRA mission is to model the role of vegetation in the global carbon cycle and its response to climate variability (ESA, 2004). The vegetation properties must then be measured and models of surface processes (at local scales but suitable for global modelling) developed. Fig. 11 illustrates the complexity of the interactions to be modelled. The approach behind SPECTRA is to ‘sample’ the biosphere to build a library of robust models. Since the observed radiation is determined by complex interactions at the surface and in the atmosphere, proper sampling is needed in  all the dimensions: spatial, temporal, spectral and directional. 

A large set of geophysically-representative sites in four continents have been identified for repeated, detailed observations. Different biomes are found at these sites. The satellite observes them with a 3-day access, which, considering the ~675 km high orbit, implies an across-track pointing capability by ~35o off nadir.  For each site, sequences of hyper-spectral images at 7 Observation Zenith Angles (OZA) are taken. The images are in ~60 bands, selected in the spectrum covered by the spectro-radiometer instrument (visible; near, short-wavelength and thermal infrared) according to the specific biomes. The bidirectional reflectance distribution function of each site is monitored via repeated image sequences.
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Fig. 11. Interactions in land surface processes.

[image: image10.wmf]35 ° 

max

across

track

Incident

sunlight

SPECTRA

orbit

Ground

track

Reflected

sunlight

Near

-

nadir

Intermediate

OZAs

+ 60 °

OZA

-

60 °

OZA

Intermediate

OZAs

Target

scene

Cold 

space

calibration

(VNIR/SWIR

and 

TIR)


Fig. 12. Acquisition sequence (7 images at 7 OZA’)
Fig. 12 shows the sequence of image acquisitions over a site, preceded by cold-sky imaging for calibration. Two of the OZA’s are not specified a priori: they depend on the specific geometric and sun illumination conditions during passes over a site. To choose them is a mission planning task, based on optimizing the relevant observation parameters, with due account taken of the past observation history. Slowing the pixel line during acquisition, though reducing the time available for rallying manoeuvres, is necessary to achieve the radiometric performance for precise quantitative modelling.

An agile satellite is the best answer to these observation requirements. Agility means here that SPECTRA is capable of rapid slewing, which is used to advantage also for calibrations (pointing at specific sites and at the Moon and Sun with a special aperture), for data downlink (precise pointing of the antennas for higher transmission rates), for adaptive motion compensation and yaw steering, and for quick acquisition of energy- and thermally-optimal attitudes when not imaging. The satellite, shown in Fig. 13, can perform a 25o slew in ~10 s, thanks in particular to the use of 4 Control Momentum Gyros (CMG), arranged in a pyramidal configuration optimised for the higher agility needs in pitch and roll. Slewing performance is normally a constraint in the selection of intermediate OZA’s, but the agility allows for a large flexibility in choosing such angles, which can then be optimised based on science needs. 

Besides the CMG’s, with ~15 Nms and 45 Nm momentum/torque maximum capacity, the SPECTRA AOCS uses a multi-head high-rate autonomous star-trackers, 2 coarse gyroscopes, 3 magnetic torquers and a GPS receiver. The on-board estimation and control are based on extended Kalman filtering of sensor data and on a relatively wide bandwidth (~0.5 Hz) controller with feed-forward of slew and guidance profiles. The pointing performance provides good margins in terms of line-of-sight (LOS) pointing (~40 m error at nadir), of pointing stability (~1 m error during the pixel integration time) and of co-registration between any image pair in a sequence (< 10 m).
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Fig. 13. One of the configurations derived for SPECTRA, largely driven by the agility goal.

5.1 Mission Planning and Autonomy

In the SPECTRA baseline, the computation of guidance profiles for imaging and rallying manoeuvres is done on ground. Manoeuvre parameters are then sent by telecommands. Algorithms for on-board computation, already tested with the technology satellite PROBA (PRoject for On-Board Autonomy) (de la Fontaine, 2001; ESA, 2003), are now made more complex by the need to manage the CMG singularities. Efficient methods, integrated with the guidance profile computation, have been developed. The algorithms have been optimised for low computation load in view of a potential on-board implementation, so improving satellite autonomy and imagery.

The acquisition of image sequences over the different sites needs the resolution of conflicts due to e.g. access conflicts (e.g., for close sites) and on-board resource constraints. In the baseline design, site conflicts are resolved based on quality indexes assigned to each event depending on: user requests, previous and future angles at closest approach, scan of the across-track angle range of interest, acquisition geometry with respect to specific physical processes, and other criteria. An OPRQP optimizer is used for tuning parameters, e.g. the weights assigned to across-track angles.

Fig. 14 shows the nominal SPECTRA capacity use from a prototype of the mission planning procedures. In this scenario, some 50 sites are observed and 100% utilisation corresponds to 25 image sequences per day. Realistic site distribution and calendar of imaging requests are used. The lower bars indicate the scheduled acquisitions that are the minimum to fulfil the sampling scenario in cloud-free conditions, an unrealistic situation corresponding to under-utilization of the mission. The higher bars indicate the total possible number of acquisitions and show that there is still much residual capacity, so that many new sites could be added. This comfortable margin exists mainly because of the satellite agility. The difference between bars indicate that the system is 
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Fig. 14. Use of the SPECTRA observation capacity, assuming 50 sites globally distributed.

capable to perform many re-acquisitions, e.g. because of cloud coverage. 

The present baseline for the mission planning is to carry it out on ground, however on-going work addresses the alternative of on-board (reactive) planning to improve both autonomy and mission data return. In general, mission planning involves several steps: (a) definition of an initial mission scenario; (b) computation of precise orbits, orbit predictions and possibly manoeuvres for orbit control; (c) analysis of events (accesses to targets and their characteristics with respect e.g. to image geometry distorsions and illumination conditions; ground contacts; transitions in/out of eclipses; etc.) over a specified time horizon, and computation of corresponding indexes; (d) mission plan optimisation proper, including propagation of constraints (for e.g. image acquisition and agility) and yielding manoeuvre timings; (e) search for the dynamically feasible solutions, ending with the possible acquisition image sequences; (f) benchmarking of the feasible plans and path planning optimisation, based on given criteria. This complex, iterative process finally yields a mission plan, which is transformed into a telecommand sequence, implemented on-board with low-level autonomy mainly to cope with anomalies during plan execution.

The ground batch implementation of mission planning has a number of drawbacks, which can be too penalising for SPECTRA-derived missions of a (pre-) operational nature, particularly in the context of future constellations requiring much more autonomy. The ‘ground’ mission plans are elaborated periodically, e.g. every 3 days, and cover a specified time horizon, for instance one repeat cycle (14 days in SPECTRA). Inclusion of cloud information based on weather prediction in such a slow scenario has been shown to be of marginal value. If an unforeseen negative event occurs (e.g., image acquisition missed because of temporary anomaly or wasted because of cloud coverage), it may take long until a new plan taking the negative event into account is available. Similarly, if an unforeseen short-lived observation opportunity occurs (e.g., a flood or a fire), it is normally missed. In general, since the planning process needs to be initiated well before the end of the current time horizon, the predicted state can be rather uncertain, resulting in a sub-optimal plan execution or even in its failure at some point. A shorter response time would clearly be desirable, especially for applications dealing with unplanned events (‘exceptional observations’ in the SPECTRA context). An on-board mission planning designed for high responsiveness with dynamic re-planning, supported by on-board event predictions, by real-time on-board guidance profile generation and control enables:

· handling of failed acquisitions or predicted failures (detected from a ‘first look’ or with dedicated means) because of cloud cover or other

· handling of short-term user requests

· better imaging performance via automated support to  e.g. pattern recognition over calibration sites or over natural features (e.g., coastlines) for fine identification of instrument parameters and improved LOS modelling, followed by fine-tuned attitude guidance

· target-dependant steering, automatically optimised based on geometric or radiometric criteria.

Beyond mission planning, inclusion of on-board image analysis to detect special conditions (besides cloud coverage) is particularly interesting for future monitoring missions. Static features of targets of interest can be extracted and changes detected by on-board processing. Possible changes include exceptional events (floods, fires, eruptions, etc.) but also more subtle changes, e.g. water or nitrogen stress in crops. The outputs of such analyses are then translated into adapted mission plans on a short-cycle basis. Obviously any on-board planning and re-planning capability must be supported by a robust plan execution capability, translating the plan into low-level autonomous commands in a safe way. Simulations of these scenarios are in progress.

5.2 Conclusions

Like in the GOCE case, automation pervades the SPECTRA design, and even more that of follow-on operational missions, though with different emphasis than in GOCE: robust agility, flexibility in observation planning, autonomy at spacecraft level as well as at on-board payload exploitation, etc. The application of automatic control at the right level already provided substantial payload complexity reduction in SPECTRA (its non-agile forerunners included complex opto-mechanical arrangements). In addition, model identification applied to pointing, co-registration and image enhancement could decrease development and testing cost. AOCS functions benefit cost- and performance-wise from data fusion of sensors with autonomous attitude estimation. Finally, dynamic (re-) planning and optimisation of observation approaches at mission level provide promising avenues for future monitoring systems.

6. COMPLEMENTS ON SPECTRA-RELATED SENSORS AND ACTUATORS

The development of (single-gimbal) 15 Nms CMG’, has already been mentioned. The maximum gimbal rate (acceleration) of 3 rd/s (6 rd/s2) is enabled by a fast (10 Hz BW) and precise control of the gimbal position, preserving low-noise performance. The development of the CMG hardware/firmware as well as of the singularity avoidance laws is a joint effort with CNES (French Pleiades project). 

The development of autonomous multi-head high-rate star-trackers builds on both detector technology advances, namely APS arrays (with lower cost, increased read-out flexibility, better anti-blooming, etc.) but also on estimation/control system concepts. Data fusion of three Optical Heads (OH) outputs is indeed obtained from adaptive estimation of intra-OH, inter-OH and other calibration parameters. The estimation, resting on robust control concepts and on satellite kinematic (and partly dynamic) models in the sensor, is the key to the achieved immunity to Moon and Sun blinding, to the graceful degradation when one or two OH fail and to the robust performance. Autonomous hierarchical FDIR is realised in the OH and common electronics. The sensor performance, at ( = 1o/s (3 o/s) and 10 Hz rate, includes a noise equivalent angle of ~1.5 (13) arcsec, an absolute pointing error of ~5 (15) arcsec and an angular rate noise of ~3 (23) arcsec/s. Star tracking is ensured up to high rates (10 o/s) and fully autonomous start-up in < 4 s.
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Fig. 15. Engineering model of 14-Nms CMG (left). Optical head for autonomous high-rate star-tracker
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